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Collective Solvent Coordinates for the Infrared Spectrum of HOD in DO Based on an ab
Initio Electrostatic Map
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An ab initio MP2 vibrational Hamiltonian of HOD in an external electrostatic potential parametrized by the
electric field and its gradient-tensor is constructed. By combining it with the fluctuating electric field induced
by the DO solvent obtained from molecular dynamics simulations, we calculate the infrared absorption of
the O—H stretch. The resulting solvent shift and infrared line shape for three force fields (TIP4P, SPC/E, and
SW) are in good agreement with the experiment. A collective coordinate response for the solvent effect is
constructed by identifying the main electrostatic field and gradient components contributing to the line shape.
This allows a realistic stochastic Liouville equation simulation of the line shapes which is not restricted to
Gaussian frequency fluctuations.

I. Introduction been developed as well. Another type of polarizable force fields
use continuous charge densities placed on different sites in the
molecules instead of point charg€$%-62 A force field of this

type was optimized to reproduce the vibrational frequencies of

The structure and dynamic properties of liquid water have
drawn considerable experimental and theoretical atteAtigh.
The st_ruczure was |r_1vest|gated using n_eu%?oand X-ray the water monomei2
scattering?® and reorientation was studied by NMR and A b ) hes h b q h
dielectric relaxation experiments Water has strong intermo- number of approaches have been used to connect the
lecular hydrogen bond interactions, which play an important spectra Wlth the dynamics. In the first class, the wbranonql
role in a vast number of chemical and biological processes suchfféguencies are calculated using the same molecular dynamics

as protein folding, proteinligand binding, and DNA structure.  (MD) force field used to describe the solvent, the solute, and
Ultrafast vibrational spectroscopy is a powerful tool for the interaction between the two. To obtain the frequencies, the

probing the structure and dynamics of condensed phase\{ibrational Ha_mi_ltonian is constructed and Qiagonalized gt every
systems$14? Vibrational frequencies of molecules in liquids time step. This is usually done by truncating the Hamiltonian
are sensitive to the local environment. The frequency shift with at th? harmonic Ie\{el and dlag.onallzmg .the HesSf.

respect to the gas phase provides information about the averagé:l"’lss'Cal MD potentials are designed mainly to reproduce

liquid structure, whereas the line shapes reflect molecular intermolecular liquid structure, such as radial distribution
dynamics. The’ vibrational properties of liquid water have functions, structure factor, diffusion constants, and dielectric

received considerable attentiér?23143-45 Much experi- constants. Therefore, classical force fields cannot be expected
menta?~17 and theoretica$—214344 offort has focused on the tO give an accurate description of intramolecular vibrational

OH stretch of HOD in RO. This is a simpler system than neat Potential energy surfacé®A high level polarizable force field
water since that mode is spectrally isolated so that the rapid has been optimized to reproduce the vibrational frequencies of
resonant intermolecular vibrational energy trarféfis elimi- the water monoméi: This force field was applied to obtain
nated. the vibrational frequencies of static water clusters with up to
Computing vibrational frequency fluctuations is the key for SIX water molecules. The resultlrjg solvent red shift of the OH
connecting the spectra with the details of the molecular structure Strétch frequency was underestimated by up to 100*dor
and dynamics. In standard force fiets® electrostatic interac- ~ SOMe cluster configurations.
tions are modeled using fixed atomic charges, and the electron The second class of simulations uses two force fields: A
density induced by response to the external potential is totally classical MD force field describes the solvent and solvent
neglected. Polarizable force fields can overcome these limita- solute interaction, while the solute vibrations are described by
tions. One class of polarizable force fields utilize mobile charges a different force field obtained from fit to experimefitt® The
to account for the polarizabilit~>4 A point charge is placed  vibrational Hamiltonian is again constructed for all time steps.
in a molecule and its position is adjusted to account for the To avoid repeated diagonalizations of the Hamiltonian, only
dipole induced by the electrical fields. Alternatively, models the average Hamiltonian is diagonali®égf and the instanta-
with fluctuating point charges, where the charge on each atom neous fluctuating Hamiltonians are transformed to the eigenbasis
is adjusted depending on the local electric field to mimic the of the average Hamiltonian. Approximate fluctuating frequencies
polarizability, have been usé@>¢Polarizable force fields based  are obtained from the diagonal elements of the transformed

on the chemical potential equalization (CPE) principhave Hamiltonians®”-69 Alternatively, a perturbative approach is
employed to avoid the time-consuming diagonalizafiof?- 74
*To whom correspondence should be addressed. In this approach, polarization effects can in principle be included
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by using a polarizable force field for the solvent and solvent  implemented the potential energy gradient calculation in the
solute interaction. presence of an external nonuniform electric field to the Gaussian

The latest approach of this kind applied to HOD ipd57:69 code.
used a solute Hamiltonian fitted to experimental gas-phase Our approach has several advantages. First, the frequency
data®® while the solute and solvensolute interaction was  shift fluctuations are given as the response of the solute to the
accounted for using both the Lennard-Jones and electrostaticentire profile of the local electrostatic potential. In contrast to
part of the TIP4P MD force field® This approach gives-307 existing empirical map$}’’it includes both the electric field,
cm ! for the OH stretch solvent shift, very close to the and its gradient-tensor. Higher (second and third) order deriva-
experiment €312 cnt1).89 The line width was 64% of the tives of the potential have been. implemented, but were not
experiment (163 vs 255 cré). This approach requires detailed Necessary for the present application. Second, the present
knowledge of the solute Hamiltonian from ab initio calculations @PProach is not optimized to a particular solvent or force field
or gas phase experiments. Even for a small molecule like water,and is therefore transferable. The map may be used to predict
it is computationally expensive to construct the Hamiltonian at the fluctuating electrostatic environment and refine the force
numerous time steps along the trajectory and obtain the flelde by opt|m|2|ng.the |nfrared speetra. Third, this approaph
frequencies. provides a syetematlc way for |dent!fy|ng the relevant coIIect|ve

The third class of models use a MD force field for the solvent solvent coordinates WhICh- determine the frequency. This can

. . be used to calculate the infrared spectra using the stochastic

alone. The solventsolute interaction and the solute are

; _ _ Liouville equation (SLEf3-86 which is not limited to Gaussian
described by a map that accounts for the interaction only '[hroughfrequency fluctuations. Finally, this ab initio map contains no
the electrostatic field generated by the solvent force fietd/67° empirical parameters.

The vibrational Stark effect, in which a uniform external field

is applied and the effect on the vibrational spectrum is observed
has been applied to probe the local environment in pro-
teins#2:8081The map provides the frequencies as a function of

Our main assumption is that the hydrogen bond effect on
"the OH stretch is purely electrostatic, independent of the covalent
character of the hydrogen bonds. Other quantum effects such

he el i 179 or its first derivativel34476Th as exchange and electron transfer between solute and solvent
the electrostatic potentt or its first derivative:***®The are also neglected in our electrostatic map. The existence and

simplest map u.tilized a q'uadrat.ic St.ark effect model based on importance of the covalent character of hydrogen bonds is a
a Morse potential for a single vibrational moteOther maps  controversial issue. The covalent character of hydrogen bonds
were l_)as_ed on fits to eb initio ealculatlons on small clusters, in ice and water were investigated by Compton X-ray scatter-
establishing an empirical re_latlon between the fundamente_l ing.28 It has been recognized since Pauifthat the hydrogen
frequency and the electrostatic potential generated by a specifichond in water is partially covalent. Much debate on this issue
solvent force field!*”"7® These empirical maps provide a fast  has followed, and several quantum chemical calculations have
method for obtaining the fluctuating frequencies without attempted to quantify the covalent contributfSi{588:8°Re-
constructing the full vibrational Hamiltonian at every time step. cently, Isaacs and co-workers carried out an anisotropic X-ray
The solute polarization built into the ab initio maps is likely to  Compton scattering experiment on #éBased on the fact that
be more important for the vibrational frequency than for the the Compton profile anisotropies calculated for superimposed
polarization of the solvent. water monomers did not exhibit the observed anisotropy,
So far the only parameter used in the line shape simulations whereas calculations on ice using density-functional theory with
of HOD in D,O was the electric field along the OH stretch @ pseudo-potential and a plane wave basis do predict the
direction1344 The empirical ab initio maps reproduce the oObserved periodic intensity oscillations in the Compton profile
experimental solvent shift and line width?’ Since the empirical ~ anisotropies as a function of momentum, they concluded that
relation is obtained from ab initio calculations of a specific there is covalent bonding character in the hydrogen bonds in
solute-solvent cluster, it is not transferable and a new map ice. A later calculation of the D dimer by Davidson and co-
needs to be constructed for different solvents and for each MD Worker$® challenged this conclusion by showing that the same
force field44 The computational cost for constructing the map oscillations are already found when the unperturbed orbltal_s of
grows rapidly with system size. Maps have been produced for the water monomers are U_lsed to construct a_SIater determlnant
the OH stretch of HOD in BO* and the amide | mode of an for the.dlmer, hence showing that the oscillations are |rrele_vent
NMA —water clustef7-® However, studying the effect of to the issue of the covalent character of the bond. By examining

peptide-peptide interactions on the amide | mode requires much the electron density distribution along the-81---O hydrogen

more expensive ab initio calculations of NMA in peptide residue bond, Parrinello et. & shoyved that .the wave functions in ice
clusters. have a quantum-mechanical, multicenter character that gives

. . rise to an antibonding, repulsive interaction between neighboring
We present a new strategy for computing the trajectory of \yater molecules. (The charge density is reduced along the

the vibrational frequency and apply it to the HORMDsystem hydrogen bond coordinate compared with gas-phase water
based on an ab initio map of the solute frequencies as a functionmglecule.)

of the electric field and its gradient-tensor at some reference

point r(])btamed flrorr a ﬁlassllcal_Mfl_:) lj'muolla_t'orc'j' For each .. jine width of the OH stretch quantitatively. This may be
snapshot, we calculate the electric field and its derivatives at o, 5ained by comparing the electron density profiles of gas-

t_he refer_ence peint on the solute molecule using _the same forceph!,jlse water and ice along the-8 stretch direction made by
field as in the simulation. The frequency is obtained from the pyrinelioss the two profiles are very close in the region of the
map. covalent bonded ©H, and a small oscillation around the

The Gaussian 03 cotfeonly provides the energy gradientin  position of the other oxygen can be observed for ice and is
a uniform electric field. Energy gradients are crucial for absent for gas-phase water. This suggests that the covalent
geometry optimizations and for calculating the anharmonic force character of hydrogen bond does not have a very strong effect
constants. To construct the ab initio electrostatic map, we on the O-H stretch, as verified by our simulations.

Our pure electrostatic model can reproduce the solvent shift
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In section I, we describe how the electric field is obtained
from MD simulations for four force fields. The procedure for
constructing the ab initio map for the frequencies is given in
section 1ll. (Details of the energy gradient calculation in an
external nonuniform electric field are described in Appendix
A.) The linear absorption calculated using the second-order
cumulant expression by combining the MD simulations with
the ab initio map are presented in section IV. A collective
coordinate is identified in section V and the linear absorption
is obtained using the SLE. The electrostatic components
responsible for the infrared line shape are identified in section
VI. A final discussion is given in section VII.

Il. Electric Field Fluctuations

We have expanded the electrostatic potertiahduced by
the D,O solvent to second order in the Cartesian components
of the positionX,. (o.,0 = X, Y, 2) around the center of charge
of HOD

1
U(X) = Uy — ZE“X“ - EZ;Euﬁxaxﬁ ()

where the potential derivatives give the electric field components

)

and the second derivatives constitute the field gradient-tensor

|

Apart fromUo, eq 1 has nine independent parameters (note that
Eap = Ego) arranged in a row vectd®t = (Ey, Ey, Ez Exx Eyy,

Ezz Exy, Exz Ey). We used the coordinate system defined in
Figure la. These parameters are obtained from the MD
trajectories on rigid water molecules at each time step.

MD simulations were performed with four classical force
fields. SPC/E® and TIP4P° are among the most popular force
fields used for simulation of water and based on fixed point
charges. SW and SWM42 are polarizable. Both use one
mobile charge adjusted to the local electric field to model the
polarizability of the water molecule. The SW model was

E

o

)

U
X,9X,

Epp = —( ®)

Hayashi et al.

(a)

> Y

Figure 1. The coordinate system used in calculation of the anharmonic
force field and the expansion of the electrostatic potential energy. (a)
HOD is on they—z plane, and the-axis is in perpendicular. The origin

is at the center of charge. (b) The coordinate system fixed on the
hydrogen atom used in the analysis of the contributions of the
electrostatic components to the infrared line shapaxis is parallel

to the O-H bond. (c) Three parameteray, Az, and6) which define

the transformation between the two (Appendix C).

constructed to reproduce the gas-phase dipole, quadrupole, and

dipole polarizability accurate§t The SWM4 model was only

one HOD molecule were created for each of the four force fields.

constrained to give the correct gas-phase dipole moment. Theln all simulations the water molecules were kept rigid using

remaining parameters were optimized to reproduce bulk water
properties such as vaporization enthalpy, density, static dielectric
constant, and self-diffusion const&At.

SW and SWM4 only differ in the location of the mobile
charge and the value of the parameters. The original models
also differ in technical details of how the position of the charge
is updated. In the original SW simulatidhshe set of equations
for the many-body interactions between the particles was solved

the SHAKE algorithn?3 A cutoff distance for both electrostatic
and Lennard-Jones forcesf @ A was used. Long-range
electrostatic interactions were accounted for with the particle-
mesh Ewald (PME) summation meth¥dlhe electric field and
gradients were obtained from the trajectories at 4 fs time
intervals. The trajectory lengths were 2.6 ns for the two
nonpolarizable force fields (SPC/E and TIP4P) and 1.3 ns for
the polarizable (SW and SWM4).

at each time step and the positions of the mobile charges were The electric field was calculated at the center of charge of

adjusted instantaneously. In the SWM4 simulatigitee mobile
charge was assigned a small mass and short time steps wer
used allowing the mobile charge to respond almost instanta-
neously to the external field. In the present simulations, the
equations that include the many-body interacttéase solved
at each time step for both force fields.

All MD simulations were performed at a constant temperature
300 K and pressure 1 Barwith 1 fs time steps using the
GROMACS packag® Simulation boxes with 215 D and

HOD as

e
Zli o

Ea - (4)

3
G

z is the partial charge at solvent sitg; o is theath Cartesian
component of the distance vector between the center of charge
on the solutg and the solvent site The center of charge is
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Figure 2. The distribution of the electric field Cartesian components. Eigyre 4. The autocorrelation functions of the electric field Cartesian

The colors indicate the different force fields. Black is SPC/E, red is  components. The colors indicate the different force fields. The color is
TIP4P, green is SW, and blue is SWM4. The electric field is given in  {ne same as in Figure 2.
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Figure 5. The autocorrelation functions of the electric field gradients.

Figure 3. The distribution of the diagonal electric field gradients. The The color is the same as in Figure 2.

color is the same as in Figure 2. The electric field gradient is given in

atomic units. . .
— [EL For all force fields, the covariances are small compared

defined as ¢ = iZri/3Z wherez; is the nuclear charge. The o the variances and only four componem#{oE,] [OEE,L)
summation is truncated when the center of mass of the solventl0ExdExL] and DEwOEA) have a magnitude comparable to
and solute molecule exceeds 9 A. These criteria ensure that althe variances as shown in Table 1 and 2.

solvent charge sites are included keeping the system within the The electric field and gradient autocorrelation functions are
cutoff neutral. The electric field gradient tensor at the center of displayed in Figures 4 and 5. These were fitted to a combination

charge on the HOD molecule is of two exponential functions and a damped oscillating function.
JE, ACI 12— 3l ) C(t) = A, exp(—t/T,) + A, exp(—t/T,) + Ay(cost) +
—=3 (5) 1/(T,Q) sin(Q1)) exp(-tTy) (6)
8X[3 r |rji|5

The exponential functions corresponds to two strongly

The simulated electric field and gradient distributions are overdamped processes, and the oscillating term corresponds to
shown in Figures 2 and 3. For electric fields 1 wu51.422 a high-frequency underdamped Brownian oscillator in the high-
VIA. For the gradients 1 as 97.174V/A2. The averages and  temperature limit (eq 8.69 in ref 95). The fit parameters are
variances of the electric fields and gradients are presented ingiven in Table 3 to 5. Some fits only required two terms. For
Table 1 and 2. By symmetri,[J= [E,0= [E 0= [E = other fits, the slowest exponential decay was too slow to allow
[Ey,L= 0. The non-zero average values of the field and gradients an accurate determination of the decay constant from the
are the largest in SWM4, while the values for SW, TIP4P, and correlation function with the given length. The exponential decay
SPC/E are in general similar. The distribution of the fields is was then replaced by a constant by setfingo . All four
much broader for SWM4 than for the other force fields. The force fields show similar general trends; andE, show damped
distribution of the gradients is narrowest for SW and broadest oscillatory behavior. The oscillations are strongest for xhe
for SWM4. Thex component distribution of the electric field component, where the frequency of the oscillation is also higher.
is much broader thag and z. The xx gradient has a broader = The damping is smallest for SPC/E and largest for SWM4. The
distribution than all other gradients. These broad distributions frequencies are highest for SWM4 and lowest for SW. Along
are connected with the out-of-plane direction. The fluctuating z, the correlation functions decay fast during the first 50 fs. At
part of the electric field and gradients are denaiét) = E(t) about 80 fs, there is a plateau and the correlation function then
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TABLE 1: Ensemble Averages (in au), and Variance and Covariances (in I6 au?) of the Each Electrostatic Component

(a) TIP4P
variance

average OE oEy oE, OEx fo] =W o] = OEyy fo] =¥ oEy,
OB« —0.0001 76.4 0.3 0.3 -0.1 -0.2 -0.1 -0.1 -31.2 -0.1
OEy —0.0000 0.3 40.4 -0.1 0.3 -0.1 0.2 0.1 -0.2 -5.5
o] =5 —0.0284 0.3 -0.1 47.8 -3.9 —6.1 —12.2 0.0 -0.2 0.0
OB —0.0091 -0.1 0.3 -3.9 48.6 —14.8 23.3 0.0 0.1 0.1
OEyy 0.0119 -0.2 -0.1 -6.1 —14.8 19.6 —-4.5 0.1 0.0 0.0
lo] =% 0.0012 -0.1 0.2 -12.2 23.3 —4.5 334 -0.1 0.1 0.0
OEyy —0.0000 -0.1 0.1 0.0 0.0 0.1 —0.1 10.2 0.0 0.0
fo] =% —0.0000 —-31.2 -0.2 -0.2 0.1 0.0 0.1 0.0 335 0.0
oEy; —0.0000 —0.1 -55 0.0 0.1 0.0 0.0 0.0 0.0 5.8

(b) SPC/E
variance

average OE, oEy fo] =4 OEx OEyy o] = OEyy OEy, ok,
OEx —0.0000 64.3 0.0 -0.3 -0.2 0.0 0.2 -0.3 21.5 -0.3
OEy —0.0000 0.0 43.7 -0.1 0.1 -0.1 0.0 0.1 -0.2 14.6
oE, —0.0327 -0.3 -0.1 48.8 -0.9 -11.9 12.8 -0.1 -0.4 -0.1
O0Ex —0.0061 -0.2 0.1 -0.9 39.4 —15.8 —23.6 0.0 0.1 -0.1
OEyy 0.0119 0.0 -0.1 -11.9 —15.8 19.7 -3.9 0.1 -0.1 0.1
O0E, —0.0058 0.2 0.0 12.8 —23.6 -39 27.5 0.0 0.0 0.0
OExy —0.0000 -0.3 0.1 -0.1 0.0 0.1 0.0 17.8 0.0 0.1
fo] =N —0.0001 215 -0.2 -0.4 0.1 -0.1 0.0 0.0 25.3 -0.2
OEy, 0.0001 -0.3 14.6 -0.1 -0.1 0.1 0.0 0.1 -0.2 23.6
aThe entry with the row)E; and the colummE; represents the covarian&@E 0E [ For electric fields 1 as= 51.422V/A. For the gradients 1

au= 97.174V/IR.

TABLE 2: Ensemble Averages (in au), and Variance and Covariances (in 16 au?) of the Each Electrostatic Component

(c) SWM4

OE, O, OF, OEu OE,y OE, OEy OEx OE,,
OE, 0.0001 141.4 1.1 35 12 -1.3 2.4 0.1 433 0.7
O, —0.0001 1.1 68.7 0.3 03 —0.1 -0.2 0.0 0.1 213
OF, —0.0369 35 0.3 87.6 -7.3 ~20.9 28.2 1.0 1.4 03
OEu —0.0079 -1.2 0.3 -7.3 43.6 ~16.0 276 -0.3 0.3 0.6
OE,y 0.0141 -13 —0.1 ~20.9 ~16.0 23.0 -7.0 -0.3 ~1.1 -0.7
OE,, —0.0062 2.4 -0.2 28.2 ~27.6 ~7.0 345 0.6 0.7 0.2
OEy —0.0000 0.1 0.0 1.0 -0.3 -0.3 0.6 18.8 04  —02
OEq 0.0001 43.3 0.1 1.4 0.3 ~1.1 0.7 0.4 32.9 0.1
OE,, 0.0001 0.7 21.3 03 0.6 -0.7 0.2 -0.2 0.1 28.0

(d) SW

OE, O, OF, OB OBy, OE,, Oy OEx OE,,
OE, —0.0001 64.5 0.2 0.2 0.0 0.0 0.0 0.0 15.0 0.0
O, 0.0002 0.2 41.3 0.0 0.0 0.0 0.0 0.1 0.1 9.7
OF, ~0.0317 0.2 0.0 54.5 —2.9 -85 11.4 0.1 00  —01
OEu ~0.0080 0.0 0.0 2.9 24.2 —8.1 ~16.0 0.0 0.1 0.1
OE,y 0.0115 0.0 0.0 -85 —8.1 13.1 ~5.0 0.0 0.0 0.1
OE,, ~0.0035 0.0 0.0 114  —16.0 -5.0 21.0 0.0 0.0 0.0
OEy —0.0000 0.0 0.1 0.1 0.0 0.0 0.0 06 —0.1 —0.1
OEq ~0.0000 15.0 0.1 0.0 0.1 0.0 00 0.1 17.1 0.0
OE,, —0.0000 0.0 9.7 —0.1 ~0.1 0.1 0.0 —0.1 0.0 137

aThe entry with the row)E; and the colummE; represents the covarian&EdE;[] For electric fields 1 as= 51.422(V/A). For the gradients
1 au= 97.174VIR.

decays monotonically. The autocorrelation functions for the stretch) will be denoted/(Q;C(t)). V fluctuates with time,
gradients are in general similar to that of theomponent of depending on the external electrostatic potentiédX;C(t))

the electric field, with the exception ofy andyz that show a induced by the solvent. The potential energy of HOD in the
damped oscillatory behavior. electrostatic potentidU(X;C(t)) is expanded to sixth order in

the three normal coordinates:
Ill. The Ab Initio Electrostatic Map

. 1 2
A. Vibrational Hamiltonian and Eigenstates in an Exter- V(@QC) = fo )(C)Qi + Zfl(J )(C)Qin +
nal Electrostatic Potential. Geometry optimization and the ' 3 g ”
normal mode calculations of HOD in the gas phase were Zfi(jk)(C)QinQk+ fi(,-k?(C)QinQkQ +
performed using Gaussian®at the MP2/6-33+G(d,p) level. b LK
The resulting anharmonic vibrational potential of HOD were Z fi(jsk}m(C)QinQleQm—l— fi(ji)lmn(C)QinQleQan
expanded in the three normal coordina®g (mostly H-O—-D ijKTm ijkTmn

bending, Q;: mostly O-D stretch, andQs: mostly O-H @)
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TABLE 3: Parameters for the Electric Field Correlation Function Fit to Eq 6 for SPC/E, TIP4P, SW, and SWM42

Ex E, E,
SPC/IE  TIP4P SW  SWM4 SPC/E  TIP4P sw SWM4  SPC/IE  TIP4P SW  Swwm4
A, 185 33.7 216 31.0 10.2 7.62 7.62 19.1 21.8 237 24.2 46.8
T, 410 351 240 w 843 1021 618 993 569 446 531 911
A, 244 33.9 0.0 66.7 13.9 15.7 10.6 33.8 28.4 24.2 19.4 43.1
T, 245 216 0.0 140.7 65.9 83.5 4338 445 31.2 35.9 60.7 39.8
As 243 17.5 453 47.1 21.2 21.2 24.7 18.6 1.21 4.72 12.0 0.0
Q 0.134 0.126 0.105 0.115 0.106 0.104 0.088 0.111 0.105 0.094 0.066 0.0
T, 678 60.9 24.7 23.4 41.9 44.2 39.0 65.6 60.0 405 23.3 0.0

aThe amplitudesh;, Az, andAg are given in units of 1 au.T are in fs andQ in fs™*.

TABLE 4: Parameters for the Electric Field Gradient Correlation Function Fit to Eq 6 for TIP4P and SPC/E2

Exx Eyy E.; Exy Ex. Eyz

TIP4P SPCIE TIP4P SPC/E TIP4P SPCIE TIP4P SPCIE TIP4P SPC/E TIP4P SPCIE
A 15.3 10.7 9.19 8.40 3.27 2.40 0.0 0.0 12.3 8.95 1.72 2.73
T: 906 1207 469 608 00 00 0.0 0.0 218 260 00 00
Az 254 20.5 9.61 6.39 21.6 16.9 7.19 7.12 14.1 17.3 12.5 13.5
T, 171 133 38.1 73.2 142 108 278 357 26.6 315 158 149
Az 13.5 8.71 1.65 5.32 9.44 8.69 13.2 10.7 3.39 0.0 6.73 7.92
Q 0.039 0.082 0.091 0.069  0.085 0.088 0.102 0.093 0.121 0.0 0.092 0.094
Ts 11.1 18.6 40.5 15.3 21.2 19.8 33.0 32.7 315 0.0 31.2 33.1

aThe amplitudesA;, Az, andAg are given in units of 1¢ au. T are in fs andQ in fs™.

TABLE 5: Parameters for the Electric Field Correlation Function Fit to Eq 6 for SWM4 and SW 2

Exx Eyy E;, Exy Ex. Eyz

SWM4 SW SWM4 SW SWM4 SW SWMm4 SW SWM4 SW SWM4 SW
Au 11.2 3.69 11.0 5.21 4.55 1.78 2.01 0.0 13.1 6.30 4.85 0.75
T1 1834 925 881 393 00 00 00 0.0 386 205 00 00
A> 21.9 13.0 11.6 3.89 221 11.9 6.11 1.11 19.6 12.3 15.7 6.00
T> 123 118 40.3 61.9 94 105 199 281 41.1 19.2 120 127
As 11.2 7.83 1.18 4.25 8.67 7.70 10.8 9.78 0.0 0.0 8.13 7.28
Q 0.080 0.073 0.103 0.057 0.096 0.076 0.114 0.102 0.0 0.0 0.107 0.085
T 15.3 21.3 56.4 18.5 22.2 22.4 30.2 29.3 0.0 0.0 41.0 33.3

aThe amplitudesA;, Az, andAg are given in units of 1 au. T are in fs andQ in fs™.

where creation BiT) and annihilation B;) operators:
o _ 1V _ R gt
fl]_"'ln = n! (8Q|1"°8Q|n) (8) Qi me|(Bl + B|) (10)
We implemented the potential energy gradient calculation in P.=ix /@(BT -B) (11)
the presence of nonuniform external electric field to the Gaussian ' 2

03 program (Appendix A).
The harmonic and anharmonic (third, fourth, fifth, and sixth)

force constants were calculated by numerical derivatives of the are obtained by diagonalizing the Hamiltonian using the implicit
first analytical derivative of the potential energy obtained by y diag g 9 P

i —98 Hi ;
using the modified Gaussian 03 program at the same level asrestarted Amoldi method (IRAMJY" High energy basis states

. - : -“where the total number of excitatioms = n; + n; + nz are
the gas-phase calulcation. The procedure is described in .
. . . - . larger than 14 are neglected. The total number of states is 452.
Appendix B. The resulting expansion coefficients in eq 7Gor

i ; . . We checked the convergence of the frequencies varying the size
=Oare t.abuliated |n.Supportmgllnformann. . . of the basis setnf), and all the states reported in Table 6 are
The vibrational eigenstates in the electrostatic potential converged within 1 cm* at ny = 14. The dependence of the

U(X;C) were expanded in a Hartree product basis of harmonic eigenstate frequencies on tig is displayed in Supporting
oscillator eigenfunctions. Information.

The gas-phase calculated vibrational eigenstaies Q) are
[y, (C)O= Z Iy, Ny, Ny, Ny, NaJy(C)O (9) shown in Table 6 together with their IR intensities and

wherem and w; are the effective mass and the frequency of
each harmonic moderespectively. The vibrational eigenstates

nyMiz;Ng eigenvectors. The simulated—® stretch fundamental 3756
cm! (state 5) agrees within 1.3% with the experiment (3707
where |y, ny, nzl= |nyn,0ns0) and |niOrepresents theth cm~1).%° This accuracy is reasonable at the ab initio (MP2/6-

eigenfunction of the harmonic potential of coordinatélhe 31+G(d,p)) level. State 17 (7359 crj is the first overtone of
Hamiltonian was recast into a normal ordered férmhere the the O—H stretch vibration. The ©H stretch anharmonicithw
coordinatesQ; and momentaP; are expressed by bosonic = 2ws— w17 (153 cnTl) agrees with an earlier calculation that
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TABLE 6: Calculated Vibrational Eigenstates of HOD in the Gas Phas@

state frequency intensity description eigenvector

1 00 - GS —0.99(000)  —0.10(010)

2 1385.2 142.06  6(H—O—-D) —0.99(100)

3 (2782) 2739.8  2.53 0(H-O0-D),-,  +0.39(010)  —0.90(200)  +0.11(020)

4 (2724) 2778.9  31.22 v(O—D) +0.86(010)  +0.40(200)  +0.25(020)

5 (3707) 3756.3 73.34 v(O—H) +0.93(001)  +0.11(200) +0.27(002)  +0.12(011)

6 (4146) 4076.4  0.01 0(H-O0-D),-3  +0.26(110)  +0.18(101) —0.92(300)  —0.12(400)

7 (4100) 41740 0.37 +0.91(110)  +0.26(300)  +0.26(120)

8 (5090)  5104.6 0.14 —0.94(101)  —0.18(300) —0.22(102) —0.11(111)

9 5391.6  0.00 —0.15(300) —0.23(210) —0.24(201) +0.88(400) +0.17(500)
10 (5364) 5460.9  0.37 v(O—D),=2 +0.27(010) —0.80(020)  —0.44(030) +0.18(210) —0.14(040)
11 5549.5  0.02 +0.16(020) —0.10(011) +0.90(210) +0.21(400) +0.25(220)
12 (6452) 6431.4  0.01 —0.13(002) —0.16(011) +0.91(201) +0.25(400) +0.15(202)
13 (6416) 6518.1  0.03 —0.12(001) +0.87(011) +0.24(012) +0.17(201) +0.28(021)
14 6693.2  0.00 +0.25(400) +0.21(310) +0.29(301) —0.82(500) —0.22(600)
15 6848.0 0.00 —0.22(110)  +0.69(120) +0.37(130) —0.50(310)  —0.14(500)
16 6913.7  0.00 +0.16(110) —0.45(120) —0.25(130) —0.75(310) —0.21(320)
17 7359.2  0.83 v(O—H),=2 +0.28(001) —0.78(002)  —0.46(003) —0.16(004) —0.13(005)
18 7730.8  0.00 —0.24(102) —0.17(111) +0.86(301)  +0.32(500)

aThe frequencies are given in cfnand the infrared intensities are in“1D? Bohr-2. The frequencies in parentheses are the frequency from
experimen®? (n;nxns) represents the state where there mren,, andn; vibrational quanta for mode 1, 2, and 3.

v=2(O-Hstr) 0 A M@ andM®@ are defined in the same way. Equation 12 is the
ab initio electrostatic map for the transition frequencies, and
H12] Ho2 eq 13 is the ab initio electrostatic map for the transition dipole

moments.

v=1OHs) - ©10 Expanding the ©H stretch fundamental frequenayaround

the average electrostatic fiel@&[] eq 12 is transformed to
Ho1

— Wt 162
=0OHSE 0 W= Weq T QEOC + 250 QRloC (16)

Figure 6. Energy level diagram for the OH stretch in HOD. The model X 5
has five vibrational parameters (two transition frequencies and three wheredC = C — [C[] andweg ng) and Q(eq) are connected to
transition dipole moments) relevant for the infrared spectra. the expansion coefficients in eq 12 as

used a potential energy surface fitted to reproduce the gas-phase 1 1 2
vibrational spectra of bD (163 cnt?).18 Weq= 0*+ QW+ EECTEQ( o 17)
B. Parametrization of the Vibrations. Molecular vibrational
eigenstates and transition dipole moments were parametrized QW = ® 4 @t (18)
with the electrostatic componen@. The resulting ab initio ed
electrostatic map can be used for a low-cost calculation of the
transition frequencies and transition dipole moments at each time
step of a MD trajectory, avoiding repeated ab initio calculations.
We focus on the ©H stretch mode and consider the ground QY is the vector ¢, o, 0%, 0, 0, 03, o), P,
state (g), the fundamental (e), and thel@stretch first overtone wi,?).
(f). The vibrational quantities related to this 3 level system are  The resulting parameters for the transition frequencies and
two transition frequencieg(— eandg — f) and three transition  transition dipoles are shown in Tables 7 and 8 respectively.
dipole momentsd — e, g — f, ande — f) (see Figure 6). An QS,I) and[COare given in Table 11.
ab initio map was constructed for these five quantities. The ab
initio map frequenciemanm and transition dipolegq(a = X, V, IV. Frequency Trajectory and the Linear Infrared
2) were expanded to quadratic orderGn Absorption

Q¥ =q® (19)

1 Trajectories of the frequencies and transition dipole moments
W= 0%+ QOC +§CTQ(2)C (12) were calculated using egs 12 and 13 and the electrostatic
componentsC(t) for the four force fields. We used the
_ gas Wt 1t _ experimental value 3707 crhfor the O-H stretch fundamental
Mo =Hg t Mg CH+ EC MZC (a=xYy,2 (13) gas-phase frequeneyg®sin eq 12 rather than the ab initio (3756
cm™Y) value.
whereQ® is a nine-component row vector ag? is a 9x 9 The static distribution of the simulated- stretch funda-
matrix defined as mental are displayed in Figure 7. The distributions are asym-
metric and have a longer tail to the red. Since most of the
. dw dw electrostatic components have symmetric Gaussian static dis-
QW= (& = X (14)  tributi his deviation primaril from th drati
JE, OE, ributions, this deviation primarily comes from the quadratic
relation between the frequency and the electrostatic components
P (eq 12). The SW force field has the narrowest distribution,
(Q(Z))ij = (ﬁ) (15) TIP4P and SPC/E are very similar, and SWM4 is much broader
i and red shifted compared to the other force fields.
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TABLE 7: Ab Initio Electrostatic Map of O —H Stretch 0.15 T T T T
Transition Frequencies @ge and oy (eq 12}
parameter calculation parameter calculation \
wge’ 3756.3 ol 7359.2 - "-. 4
o, 0 o) 0
w(gle)y 1449 wglf)y 2826
w(gle)z 1732 wélf)z 3358
o 6596 o$Ps 13150 0.05 "
w‘gle)yy —2398 wglf)yy —5130
wéle)zz —4280 wglf)zz —8783
oSy, —8886 oy, —17977 g — et et .I\"'o 0
wéze)x’x —9778 wézf)x,x —17832 t,/Debye Bohr”
wé%e)y,y —86288 wézf)y,y —174611 Figure 8. The distribution of the transition dipole momen for the
wé?y,z —92644 wézf)y,z —196521 four force fields. The colors are the same as in Figure 2.
wéze)y,yy 422939 wézf)y,yy 853883
a)éze)y,zz 18782 wézf)y,zz 69115 20 T T T T T - T
wéze)y,yz 239319 wézf)y,yz 487109
wéze)zz —50713 wézf)u —104064
wge)zyy 126072 wézf)zyy 303398
wé]ze)z,zz 159186 wézf)zzz 323845
wg%e)zyz 147880 wgf)zyz 303551
wg{gm —101703 wg)xxxx —206247
wgi)wyy —832909 wé?yyw —1689434
w(gz;)wzz 410669 ngf)W‘ZZ 765958
wézgwyz —407944 wgf)yy‘yz —893856 dl & 9 = g s g oz r
o? —296671 @ —589828 . 10 2 ey g e
gezzzz of 222z tifs
0 —182787 0D e —368953 Figure 9. Correlation functions of the transition dipole momert
w(gze)xy,xy —27790 wézf)xy,xy —57224 for the four force fields. Color codes are the same as in Figure 2.
wéze)xzxz —21258 wézf)xzxz —41630 correlation functions for the fluctuating part of the transition
0 —192522 0D e —398205 dipoles|ugd are given in Figure 9. The fluctuations are much

a Parameters equal to zero are omitted. The first derivatives of the Smaller.than the average dipole moments. The variance of the
frequencies are given in units of ciau?, and the second derivatives  fluctuations are 1816 D? Bohr 2 compared to the square of
are in units of cm® au2. the average dipole of 361576 I Bohr 2. These fluctuations
can safely be neglected when calculating the response function.

The linear response was calculated using the cumulant
expansion of Gaussian fluctuations (CGf£)101

=]
(=] .
§ S 1)(t1) =i0(t)[I(ty) — F*(t)] (20)
=
2 J(ty) = [a(t)u(0)Dis a two time correlation function of the
L transition dipoleu. In the Condon approximation, where the
% transition dipole operator is independent of the bath coordinates
we have
] T T T T T 7 J(tl) = ZWij |2exp[— im)ij 0, — i (tl)] (21)
T

2600 2800 3000 3200 3400 3600 3800 4000

Frequency / om™ h is th ition f is th
Figure 7. Static distribution of the ©H stretch fundamental frequency w erelo; Dls,t € average transition requency apd) is the
using the ab initio map for four different force fields used in the MD line-broadening function for the transition between staded

simulation and the calculation of the electrostatic potential. Blue: J. #ij iS the transition dipole between the statesdj. The line-

TIP4P; skyblue: SPC/E; red: SWM4; green: SW. A black vertical broadening function is related to the correlation function of the
arrow represents the gas-phase frequéhcy. transition frequency.

The static distributions of the transition dipole momgng| t -
for the four force fields are given in Figure 8. TIP4P, SPCI/E, g;() = ﬁ)dTZ ﬁ) dr,Cy(7y) (22)
and SW have similar amplitudes 20 D Bohr!) that are much
larger than the gas-phase value (8.56 D Béhdue to the whereC;(t) are the ground-state quantum correlation functions
polarization induced by the solvation and the hydrogen bonding. of the frequency:
SWM4 has a larger amplitude (23 D Bofy and a broader
distribution compared to the other force fields. The time Cy(71) = Boy(t)dw;(0)0 (23)
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TABLE 8: Ab Initio Electrostatic Map of O —H Stretch Transition Dipole Moment (g — e, g — f, and e — f) (eq 13}

parameter calculation parameter calculation parameter calculation
Hge (0. 8.02, 2.99) g (0,0.84,0.36) e (0, 11.50, 4.30)

Hgex (40,0,0) i (-5,0,0) o) (=57, 0,0)

2, (0,198, -137) 2, ©0.-22,-14) ) (0,281, -157)
2 (0,-108, 119 i ©.-12.-13 o (0,-154,-170)
Haoxx (0,-49,~12) U (0,-6,-2) o (0, -71,-17)

Haoyy (0,461, 224) ity (0, 50, 25) ud (0, 666, 313)

Hoezz (0,15, 92) Koz (0,-87,-37) # (0, —1193,-443)
Hidey (=4,0.0) 4 (0,0,0) udy (~6,0,0)

Hide (9,0,0) 15 (1,0,0) pon (13,0,0)

Uiy (0,233, 164) o (0,27,18) e, (0,331, 234)

Hgexx (0,416, 178) i (0,42, 22) u@,, (0, 602, 242)

ua, (0, —408,—-529) w2, (0,—13,—54) u@, (0, —599,—748)

Moo (0,136, 364) u,, (0,31, 46) W@, (0, 167, 556)

ﬂéze)xxxx (0, 2568, 1253) ‘u(ng)xxxx (0, 290, 153) ‘ug)xxxx (0, 3712, 1763)
oy (0, 4226,~3089) T (0, 679,~235) 18y (0, 6312,-4882)
Hiouz (0, 6100, 1860) U rzaz (0, ~16675,~9375) U rzz (0, —225131,~112986)
12,y (0, 716, 530) W@ (0, 78, 64) 18y (0, 1044, 740)

/“E;Ze)xzxz (0, 628, 492) :uézf)xz,xz (0, 64, 60) /‘Eezf)xzxz (0, 914, 684)

e (0.-1536,-1193) 0 (0,~41,69) 1B (0,~2323,-1777)

aColumns in parentheses represeqy,f) components. The transition dipole moments are ih@ohr*. The first derivatives are given in
units of 1¢ D Bohr* au™, and the second derivatives are ir? T Bohr* au2.

ow(t) = o(t) — [wand Cj(t) is calculated using the Wiener- ‘?‘E 60000
Khinchin relatiort” with the harmonic quantum correcti8hThe S 50000+
quantum correlation function in the frequency domain is related =)
to its classical counterpart as 5 YME0S
e
£ 30000
= __ hf hf % 2 8
Gi(f) = ﬁ(cot ﬁ) + 1)|5wij(f)| (24) £ 20000-
L]
Z 10000
where & o —
2 o 3.3 5
; © g v
A(f) = [ dtexp(ft)At) (25) L= 10000 a® | | T . .
0 100 200 300 400 500
Time /fs

The vibrational Stokes shift is given by the slope of the ) ) ) )
imaginary part of the line broadening functigy(t) as time goes Figure 10. Correlation function ofvam for four different force fields

S 95 ; used in the MD simulation and the calculation of the electrostatic
to infinity.® We have calculated the Stokes shift for the potential. The solid lines represent the real part of the correlation

stretch fundamental by fitting the imaginary part of«(t) function, and the dashed lines represent the imaginary part. Green: SW;

between 4 and 6 ps to a straight line. blue: TIP4P model; light blue: SPC/E model; red: SWM4 model.
The correlation functions of the fundamental frequencies for )

the four force fields are shown in Figure 10. All force fields TABLE 9: Parameters for the Frequency Correlation

show small bumps on the shoulder of the decay profiles in Function Fit to Eq 26

agreement with earlier simulatioh%%3.67.69 The feature is SPC/E TIP4P SwW SWM4
slightly less pronounced compared to these earlier works, but aA/cm2 7076 9323 5962 6599
comparable to that obtained from the empirical riféphe real Hfs , 8?22 6%% 1‘(15%% 112%;
i i ; oflcm™
part of the correlation functions was fitted to Tofs 2 903 5.1 110.8 2511
cm- 5233 4972 8117 6707
C(t) = A, exp(t/Ty) + A, exp(—t/T,) + Ag(cos€t)) + ggllfsfl 0.205 0.207 0.000 0.107
1/(QT;) sin(Qt)) exp(—t/Ty) + A,(cosQ't)) + e ames T acee 1081 sro0
1/(Q'T,) sin(Qt)) exp(t/T,) (26) Q'ffs? 0.073 0.068 0.000 0.036
Tdlfs 24.4 31.0 0.0 47.1

The fit parameters are given in Table 9. The exponential decay ) )

time for SWM4 is much slower than for the other force fields. Obtained for SWM4 are about half of what is observed for
SW does not show any oscillations. One of the oscillations is SPC/E and TIP4P.

replaced with an exponential decay for this force field (the  The simulated infrared absorption line shape of theHD
frequency of the oscillation is zero). The other oscillatory term stretch fundamental for the four force fields is compared with
was set to zero in the fit. SPC/E, SWM4, and TIP4P could not the experimenrt in Figure 11. The parameters are tabulated in
be fitted well using only one oscillatory term. The frequencies Table 10 along with the experiment and earlier simulations. SW
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TABLE 10: Statistics of the Simulated and Experimental Infrared

J. Phys. Chem. A, Vol. 109, No. 1, 20083

Lineshape of O-H Stretch Fundamental Transition (g — €)2

TIP4P SPC/E SWm4 SW TIPAP SPC/E TIP4P SPC/E exp
o0 3433.7 3446.0 3367.3 3443.6 3445 3418
w0 22616 23455 33061 14412
peak position 3419.1 3431.3 3348.1 3430.0 3395 3401
solvent shift —287.9 —275.7 —358.9 —277.0 —312 —212 —262 —289 —306
Stokes shift 54.8 55.4 78.2 34.6 56 70
fwhm 309.6 315.3 372.6 221.4 160 130 244 293 250
SLE solvent shift —236.1 —220.0 —289.6 —236.5
SLE fwhm 310.8 305.1 362.2 221.2

aThe first two rows show the ensemble average and the variance of the frequency traje@erigis given in cnt? and the other parameters
are in cnT®. P Calculation using second class simulat®8rt Calculation using second class simulatférf Calculations using an empirical relation
between the frequency and electric fiétd® Experimental data for peak position, fwhm are obtained from the data of Feckd-eegberimental

Stokes shift is from ref 14, and experimental gas-phase peak position
other numbers are obtained using the cumulant.

Cumulant

Absorbance [/ arb. unit

2600 2800 3000 3200 3400 3600 3800 4000
Frequency / em”

Figure 11. Simulated linear-infrared ©H stretch line shape calculated
with the cumulant and the SLE using.n and wc, respectively. The
four different force fields are compared with experiment (bldék).
Green: SW model; blue: TIP4P model; light blue: SPC/E model;
red: SWM4 model. The black vertical arrow represents the gas-phase
frequency?®

has the narrowest bandwidth (fwhm: 221@)and the smallest
solvent shift 277 cnt!) among the four force fields. The
infrared band from TIP4P and SPC/E are quite similar in
bandwidth (fwhm: 310 and 315 cr¥) and solvent shift{288
and—276 cnt?). The bandwidth and solvent shift of these three
force fields are in good agreement with the experiment (fwhm:
250 cntl, and solvent shift: 306 cm). The SWM4 calculation
gives the broadest bandwidth (373 thhand largest solvent
shift (=359 cnT?). The calculated Stokes shifts for SPC/E,
TIP4P and SW (34 cm- 55 cntl) are smaller than the
experiment (70 cmt),’* while the Stokes shift for SWM4 (78
cm™1) is slightly larger than the experiment. The TIP4P Stokes
shift is very close to the value reported earlier using the same
force field$®

Compared with the earlier second type of simulatitifs,

our line shapes are in better agreement with the experiment.

The solvent shift does not show a clear improvement. The
linewidth and solvent shifts are comparable to those obtained
with the third type of simulation using an empirical ft.

V. Identifying the Collective Electrostatic Coordinate

is from ref 99. The last two lines show the results obtained with the SLE all

4000

3800 —

-1
fcm
[+ ]
(]
[=]
[=]
1

cy

[ ]

Y

[=]

L=
1

3200

AlM Frequen:

3000 —

2800

2600 -

I
-200

Q./cm”

Figure 12. Scattering plot ofvam versuswe.. The blue curved line is

an optimal quadratic polynomial @k (eq 28) (v = 3450.6+ Qe —
0.0005549¢:?). The green line represents the constant plus the linear
term in eq 28 withe = 0.

I I I I
800 600 -400 0 200 400

the frequency fluctuation should be connected to the electrostatic
fluctuation. We define a collective coordina€@: for O—H
stretch that is linear in the fluctuating part Gf
_ oWt
Q:=QYsC (27)
whereQ{) was defined in eq 18. By construction the average

value of Qg vanishedQg[l= 0. We then approximate eq 16 as
a quadratic polynomial in the collective coordin&e:

K
Wee = weq+ QE - w_QEZ (28)
€q

Eqgs 8 and 16 only differ in the quadratic term. The scatter plot
of wam versusQe for TIP4P is displayed in Figure 12s¢qis
3450.6 cn! and« is obtained from a least-squares fit @§m
(eq 16) to the quadratic polynomial Qi (eq 28). For TIP4P
« was found to be 1.9116. The resulting polynomial is displayed
as a blue curved line in Figure 12. Since the collective coordinate
is linear indC, the relationship between the frequency and the
electrostatic fluctuation becomes much clearer using that
coordinate. The static distribution Qf is shown in Figure 14.
The distribution ofQg is very close to a Gaussian. An exact
theory for the line shape when has a quadratic dependence
on a Gaussian variable is given in refs 102 and 103. We have
further calculated the linear absorption using the S
following the procedure given in ref 86.

The SLE explicitly includes collective coordinants that

To determine the main variables responsible for the frequency undergo Markovian dynamics, but are not necessarily Gaussian.

fluctuation and the vibrational line shape of the-B stretch,

It is thus more general than the cumulant expansion. The
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4000

= P
B VY 1&« ;W"-WVM ;5
S 3200 |

E-EODD— I

Intensity / arb. unit

2600 -

T T T T T I I 1 I I I ! I
00 05 10 15 20 25 30 2600 2800 3000 3200 3400 3600 3800 4000

time / ps Frequency / cm™"
Figure 13. Trajectory ofwam (red), wc (blue), andwc. (k = 0) (green Figure 15. Calculated IR line shape usings, (red), o (blue), and

dashed) for TIP4P model. The black dashed line is the gas-phasew. (x = 0) (green) for the TIP4P model. A black vertical arrow
frequency?? represents the gas-phase frequeticy.

LAt N T T A e altogetherdwc. (k = 0) is significantly blue shifted and has a

- narrower bandwidth suggesting the significant contribution of

fuk the quadratic term of eq 28.
sl N I The solvent frequency shift is
ealls i Aol= - 0% (29)
T . Qe in the gas phase is
800 500 -400 200 0 2007400 600 800
Qem QFe= - o"ico (30)
40000 T T T T
[ Combining eqs 2730, we get
30000

K
20000 Aol Y g ED- w—zwggiwgﬁj(waaqm— [, (TE; )
1

k. eqll
10000 (31)

p ) : . —] The contribution of each electrostatic component to theHO
o 200 o 400 stretch frequency shift for four force fields is shown in Table
11. The linear terms in eq 31 overestimates the frequency shift

Figure 14. Static distribution (top) and autocorrelation function . - .
(bottom) of the collective coordinat@e. SPC/E: black, TIP4P: red, ~ PY 40-51%, suggesting that the quadratic terms contribute

SW: green, and SWM4: blue. For the static distribution the Gaussian Significantly to the shift. In the linear terms, tt®, Ex, and

fits are show with dashed lines. For the correlation functions the Eyy components are dominant. The significanceEpand Eyy

biexponential fits are shown with dashed lines. can be attributed to the fact that hydrogen bonding between
the oxygen atom of BD and hydrogen atom of HOD strongly

correlation function ofQg was modeled by a biexponential affects to the G-H stretch frequency. It is interesting that the

decay. The SLE spectrum is shown in Figure 11 and a detailed ©/€ctric field gradient in the out-of-plane directioB) has a

comparison with the cumulant expansion is given in Supporting signif_icant contribution (17269%) to the shift. The hydrogen
Information. bonding of DO to the oxygen atom of HOD creatg,, and

The solvent shift and line width are given in Table 10. If the thiS indicates the importance of hydrogen bonding to the oxygen
frequency was linear in the Gaussian collective coordigate &M for the O-H stretch vibration. _
the cumulant would be exact and the SLE and cumulant The time correlation function c_)f the fre_quency fluctuation
simulations will coincide. The small difference in the line shape a'€ @pproximated by the correlation function(@,
is due to the finite value of. The SLE gives almost the same
line width as the cumulant but a smaller solvent shift than both Bo(0)o)F [R0)QHD (32)
the cumulant and the experiment.

The trajectory ofwc is shown in Figure 13 together with

Combining with the definition ofQe (eq 27), we get

wam The two are virtually identical. The static distribution and tol) o0t

correlation function ofQg for all force fields are displayed in [R(OIQ)TF= [3C(0) g Qg OC(OT

Figure 14. The static distribution is almost Gaussian and the - @ D BE.(0)SE () 33
correlations functions are reasonably described by biexponential Zweqlweqj {(0)OE(t) (33)

fits. The infrared line shapes calculated using the trajectory of

the wam and w¢c frequencies are compared in Figure 15. They Using eq 33, the main contribution of each cross- and autocor-
are almost identical, but the,ny, line shape is slightly broader  relation of the electrostatic components to the KD stretch
due to the extra fluctuation coming from some of the quadratic frequency fluctuation[dw?Cis summarized in Table 12. The
terms of eq 16 which are neglected in thg calculation. The most important components arf@®E,JE,,](28—31%) and
infrared line shape obtained by neglecting the quadratic term [E,0E,[1(24—32%). The fluctuation of the electric field
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TABLE 11: Contribution of Each Electrostatic Component to the O—H Stretch Fundamental Frequency Shift from the Gas
Phase Value

TIP4P SPC/E SWM4 sw

[ w®a ED Dol %)Y o ED Aol %)Y oY ED Aol %) oda EDR Aol (%)
X 62 —0.0001 00 00 67  0.0000 00 00 75  0.0001 00 00 66.0001 00 00
y 9003  0.0000 00 00 9425 0.0000 0.20.1 10739 —-0.0001 —1.4 04 9161 0.0002 1.9-0.7
z 4299 —0.0287 —123.6 453  3977-0.0327 —130.0 49.9  4422-0.0369 —163.1 48.1  4219-0.0317 —133.7 50.9
XX 7550 —0.0094 —70.8 26.0  7219-0.0061 -44.3 17.0 7397 -0.0079 —58.3 17.2  7409-0.0080 -59.3 225
yy —16671 0.0117-194.3 71.2 —18845 0.0119-224.7 86.3 —21405 0.0141—300.9 88.7 —17297 0.0115-198.3 75.4
7z —3397 —0.0023 7.7 —2.8 —2877 —0.0058  16.7 —6.4 —2572 —0.0062 159 —4.7 —3591 —0.0035 125 —4.7
Xy 0 0.0000 00 00 0 0.0000 00 00 1 0.0000 00 00 0 0.0000 00 00
Xz -1 0.0000 00 00 1-0.0001 00 00 —2 0.0001 00 00 0  0.0000 00 0.0
yz —17479 0.0000 —0.3 0.1 —17531 0.0001 -1.1 0.4 —19003 0.0001 -25 0.7 —17575 0.0000 -0.6 0.2
total —-381.3 139.8 -383.2 147.1 -510.3 150.5 —-377.6 1436

aThe units for columns are crhau ™. ® The units for columns are afi[AwiC= weq[ELin eq 31. The units for columns are ¢ Columns
represent the ratio of the\w;to the Dwfrom the ab initio map in %.
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Figure 16. Contributions of various electrostatic components to the simulated infrared line shape using the TIP4P model. Panels (a) and (b) show
the contributions of the components represented in the coordinate on the center of the charge (Figure 1a). Panels (c) and (d) show the contributions
of the components represented in the coordinate on the hydrogen atom (Figure 1b). Vertical arrow represents the gas-phas® &ed iacly,

lines represent fullvam calculations. In panel (a), recE,y; green: Ey; blue: E,y; skyblue: E;. In panel (b), red:E, andE,y; green: E,, Eyy, andE,;

blue: E,, E,y, E, andE,. In panel (c), greenE,,; red: E,,; blue: Exy. In panel (d) greenE;, andE;;; red: Ezz andEyy; blue: Ez, E;» andEy.

parallel to the molecular permanent dipole momégj (hich than the single component calculation, but is still significantly
is important for the frequency shift is less important for the blue shifted and narrower than the full calculation. Addifg
frequency fluctuation. The fluctuations related to the electric contributes less significantly and only to the bandwidth. By
field gradient in the out-of-plane directiondExdEx]and addingE, to these three components, the line shape &jth
[OEwOE D) are also significant (#13% and 14-22%, respec- E.. Ex, andEyy (blue line in Figure 16a) becomes quite close
tively). to the full ab initio map calculation. Based on these, the
To analyze the contribution of each electrostatic component truncated collective coordinate is finally given by
to the infrared line shape, the- stretch fundamental line
shape was calculated by including several combinations of
different electrostatic components for TIP4P force field and

—1 —1
Q.= 175.%&y + 83.6”\"/—6EZ +

compared with the line shape with all components (Figure 16 R A

a,b). All line shapes with a single component have a much _1 _q

smaller solvent peak shift and narrower bandwidth than the full 77.ﬂ6EXX - 171.§m—(§Eyy (34)
calculation (Figure 16a). However, line shapes VidjhandExx v v

have a significant solvent shift and bandwidth. The infrared band A? A?

with E, also has a significant solvent shift but narrower

bandwidth. This trend agrees with how these components Scatter plots of the frequencies with these electrostatic
contribute to the solvent shifi\wOand the frequency variance  components versus the full component calculations for TIP4P
[dw?[ The infrared line shape obtained by including b&h force field are shown in Figure 17. The frequencies calculated
andEyy has a much larger solvent shift and a broader line width with the E,, E;, andE,y components are systematically higher
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TABLE 12: Main Contribution of the Electrostatic Autocorrelation and Crosscorrelation to the O —H Stretch Fundamental Frequency Fluctuation

SW

SWM4

DEOE™

SPCIE

DEOE™

TIP4P

DEOED

(%)’

3468

@aﬂ@c
41.33

DEOE™

83.92

oPoDa

(%)’

7917

@aﬂ@c

(%)d wi(l)wj(l) a

@aﬂ@c

(%)d wi(l)wj(l) a

@aﬂ@c

oD

81.05
—150.08
—157.35

@,

i

Y,y

23.8

68.65

-0.14

3881 16.5 115.33
—229.87
—204.07

a7
—4811

43.70

—0.13

88.83

3489 15.4
—177.61
—165.22

43.06
—0.07

0.1
—21.4
970

13
—3109
54.51

—0.04
9.65

—158.45
—161.01

0.2
—26.1
1713 5.2

3955

64
—642

—8685

21.28

0.2
—20.4

14.56

0.1
—20.9

20
—4745

15.08

50.61
—9.93

2%
Y, yz

2,z

17.80

3.3 19.56 87.57
—94.66 —20.89

7.6
-1.2

772

1782
—292

48.83
—11.89

15.82

4.1
—74.95

935
1423
—478

18.48

—71.67
—14.60

1246 8.6
2.4
1327

—346

24.17

—72.98 —8.54

11.9
-1.9

6.3
2.1

Z,yy
7,22

11.42

—15.15

7.2

28.24

—11.37

12.76

—11.44

16.35
53.53
—19.77

54.90

8.7 54.71 43.60 2385
18.3 —158.33 —16.03 5078

2053
4304

39.38
—15.82

52.12
—136.05

13.4
219

57.00 3051
4978

—125.86

XX, XX

14.4
3928

2087

—128.15 —8.14
31.7 299.17
304.00

15.3

13.13

29.7 458.16 23.00 10539
0.3 406.75 —0.73 —595

7006

19.73
0.10
27.48

24.2 355.13
330.37

5494

19.77

277.92

XX Yy

Yy, vy

—

97

<
o

55
271
4218
14128

21.01
13.66

0.09

12.90
308.90

-1.8
228 0.7
10128 30.5
96.6

32086

34.53
28.05

6.61
361.10

30.8

1.0
94.6

65
227
7264

23.64
22298

8.28
307.33

0.1
1.7

27.6
91.7

24

389

6264
20845

0.04
33.74
20.50

11.54

291.38
305.50

Yy, yz
77 27
yz yz
total

ool BEOE N eq 33. Columns represent the ratio of th@w?[j to the[dw?from the ab initio map

aThe units for columns are 10cm™2 au? (a), 1 a? (b), and cnm? (c). In columnsc Dw?[j =

in %.
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Figure 17. Scatter plots of the frequencies calculated with various
electrostatic components versus the &k, Electrostatic components

are represented with the coordinate at the center of charge. Green
markers represent the gas-phase frequéhend blue lines are =
wamlines. (a): E; component; (b):E, andEyy components; (c)E, E,,
andEyy, components; (d)E,, E;, Eyy, andE, components. All axes are
incm™L.

than the all component calculation (Figure 17c), whereas when
Exxis included, we obtain an excellent correlation (Figure 17d).

VI. The Collective Coordinate in a Bond Oriented Frame

Earlier works found a correlation between the-B stretch
frequency and the electric field on the H atom in thel®bond
direction, and the frequency fluctuations were calculated using
an empirical relatiorf:** This correlation is reasonable because
the hydrogen atom moves primarily along the B stretch. We
have therefore examined the actual contribution of the electric
field on the hydrogen atom in that direction to the frequency
fluctuation. We calculated the-€H stretch frequency with any
components of the electrostatic potential expanded at an arbitrary
position by a transformation of the ab initio electrostatic map
expressed in eq 12 (Appendix C). We used a coordinate system
fixed on the hydrogen atom with tlzeaxis parallel to the ©H
bond andx’ perpendicular to the molecular plane (Figure 1b).
The ab initio map and the electrostatic components are
transformed using eq C7 with three parameters defined in Figure
1c (TIP4P, SW, SWM4:Ay = —0.7567 A,Az= —0.4687 A,

6 = 52.26; SPC/E:Ay = —0.8167 A, Az= — 0.4617 A,0 =
54.75 deg). Since thé—y' plane in the new coordinate system
is the same as the-y plane in the original coordinat&y is
identical toEx (eq C2 in Appendix C).

The contribution of each auto- and crosscorrelation of
electrostatic components to the frequency varianke?lis
tabulated in Table 13. The autocorrelation function of the electric
field component parallel to the-€H bond E;) has the largest
contribution (41+52%), and the crosscorrelation & and the
two diagonal gradient component& = Eyx and E;z) have
significant contributions (1624% and 13-16%). The truncated
collective coordinate in this system is

—1 —1 —1
Qe = 189. 70 —0F, + 77.70 0, — 39.5°0—0F,,

A 2 2
A A (35)

To analyze these threeE{, E;z, and Exy) electrostatic
contributions to the line shape, the-® stretch fundamental
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TABLE 13: Main Contribution of the Electrostatic Autocorrelation and Crosscorrelation to the O —H Stretch Fundamental Frequency Fluctuation
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Figure 18. Scatter plots of the frequencies calculated with various
electrostatic components versus the &k, Electrostatic components

are represented with the coordinate at the H atom. Green markers
represent the gas-phase frequetfcand blue lines are = wam lines.

(a): E; component; (b):Exx component; (c):E;, Ezz components;

(d): Ez, Ezz, Exx components. All axes are in cr

infrared line shape was calculated for TIP4P including these
electrostatic components (Figure 16¢,d). The infrared line shape
obtained usindz; (the green solid line in Figure 16c) gives a
much smaller frequency shift and narrower bandwidth. Including
the gradient EE;,) improves the result significantly (red solid
line in Figure 16d), but the resulting solvent peak shift and the
bandwidth are still smaller than the full calculation. AddiBg,

to these two components gives a comparison with the full
calculation (blue solid line in Figure 16d). The line shape cannot
be reproduced by only the electric field parallel to the i
bond. All three electrostatic components (the electric field
parallel to the G-H bond, its gradient in the same direction,
and the diagonal out-of-plane electric field gradient) make a
significant contribution to the infrared line shape. The simulated
line shape using all three components is in a good agreement
with the full ab initio map. This is supported by the scatter plot
of the frequencies with these three electrostatic components
versus the full component calculations for TIP4P force field
shown in Figure 18. The frequencies calculated with only the
E, (Figure 18a) component are systematically higher than the
full (Figure 18c), indicating the significant contribution Bf,
andExyx to the O-H stretch frequency.

VII. Discussion

We have constructed an ab initio electrostatic map for the
infrared spectra of HOD in BD, in which the fundamental-©H
stretch vibrational frequency, the overtone, and the transition
dipole moments are parametrized with the electric field and its
gradients at the HOD center of charge. The map was created
by numerical derivatives of the force calculations in the presence
of an electric field or an electric field gradient. This required a
modification of the Gaussian 03 code to carry out the force
calculations in the presence of electric field gradients and higher
order derivatives (up to third order). We expanded the vibra-
tional potential energy surface to sixth order in the three normal
coordinates (&H stretch, O-D stretch, and HO—D bending).

The simulation strategy based on the ab initio electrostatic
map has several advantages. First, once these vibrational
guantities are parametrized with the electrostatic potential, the
map can be used to calculate the transition frequencies and
transition dipole moments from a MD trajectory at a low
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computational cost, avoiding repeated ab initio calculations. fact that the electric field parallel to the molecular dipole
Second, since the model is purely electrostatic, the parameteramoment is created by the global dielectric response of #@ D
of the specific solute are transferable and can be used for anysolvents and thus has the largest average absolute value<0.028
solvent and force field. 0.037) but a smaller amplitude of fluctuation. The calculated
The electric field and its gradients were calculated from the infrared line shapes including all these four componé&nitg,,
molecular dynamics simulation using 4 different force fields E,y, and E. are in good agreement with the full component
(TIP4P, SPC/E, SWM4, SW). The autocorrelation of the electric calculation. Fewer components are not sufficient.
field parallel to the molecular dipole momenE, decays We identified the main electrostatic components responsible
rrlgnot?mcagly W{Fh a platau datESO fi’ the;utoco(;relatlgl)ln tOf the for the infrared line shape in the coordinate system on the
other two directions B and Ey) show damped oscillatory hydrogen atom witlz -axis parallel to the ©H bond andx’

behavior. This suggests thi} is dominated by the reaction . . .
field induced by the global response of the solute molecules perpendicular to the molecular plane (Figure 1b). By analyzing
"the contribution of each component to the static frequency

the other directions correspond to the ocillation of the HOD . 2 P

molecule in the RO solvent cage. The oscillation frequency vgrlancemiw, Dthreg component; (electric field '”*?* b.ond .

and the damping in the andy direction vary for the four direction: EZ., thg diagonal grad|§nt of the ellectrlc field in

different models, suggesting different dynamics of the HOD O—H bond der_Ctl_on:Ezz, and the diagonall gradlenF of the out-

molecule in the solvent cage. of-plane electric field:Exx = Exy) were found to be important.
The calculations of the ©H stretch infrared line shape from The infrared line shapes obtained using these three components

the nonpolarizable force field (TIP4P and SPC/E) give the &'€ in good agreement with the full calculation. The infrared
similar peak shifts and bandwidths. The two polarizable force line shape obtained using only the electric field irB bond
fields (SWM4 and SW) give the two extreme results. The direction ) has a much smaller peak shift with respect to the
infrared bandwidth of SW is the narrowest (fwhm: 221&n gas phase and a much narrower bandwidth compared to the full
TIP4P and SPC/E bandwidths are similar (310 and 315%m  components calculation suggesting thatE)ean explain only
and broader than the SW one. The experimental bandwidth (250a part of the G-H stretch frequency fluctuation and line shape.
cm™1) is between the two nonpolarizable force fields (TIP4P Analysis of the electrostatic contributions to the-B stretch

and SPC/E) and the SW force field. SWM4 gives the broadest fundamental infrared line shape in both coordinate systems
bandwidth (373 cm?). SW gives the smallest Stokes shift (34.6 shows the significance o (= Exx) to the O-H stretch
cm™1), and SWM4 gives the largest value (78.2¢ Overall, vibration which was neglected in earlier work&! E, corre-
three of the force fields (TIP4P, SPC/E, and SW) give theHD sponds to the hydrogen bonding of oxygen of HOD to the
stretch infrared line shape in good agreement with the experi- deuterium of DO solvent. The partial charge of deuterium of
ment, demonstrating that the vibrational band for the hydrogen p,0 creates the diagonal negative gradient of the out-of-plane
bonding system can be adequately described by an electrostatig|ectric field, and simulated ensemble average valueEgH
mode_l. This _m_1pI|es that covalent interactions in hydrogen (—0.0061~ —0.0091) coincide with this physical picture. The
bonding, collisions, exchange, and charge transfer are lessgimy|ated infrared line shapes with and with& in addition

important for the line shapes. _ . to the other threelf, Ey, E,) and two componentst, E,) in
The significant difference in the simulated bandwidths and the two coordinate systems directly show the significance of
Stokes shifts using the four force fields (22373 cm* and E,« contribution to the line shape.

34.6-78.2 cntl) shows the sensitivity of the vibrational

response to the force field and suggests the necessity to develop The present approach provides a physical picture of the OH
the optimal force field designed for both inter- and intramo- stretch in terms of the response of a chromophore to an external

lecular dynamics. Especially the opposite contribution of the electric figld, and reproduces its_li_ne shape and peak shift. The

polarization to the solvent peak shift and the bandwidth in the Parametrized fundamental transition frequeneye), the over-

two polarizable force fields (broader and red shifted in SWM4, tone (g) anharmonicity as well as transition dipoles can be

and narrower and blue shifted in SW) show the significance of used in the modeling of nonlinear spectra.

the polarization to the ©H stretch. Infrared line shapes can

thus be used to refine the polarizable force field parameters.  Acknowledgment. The support of the National Institutes of
We identified a collective coordinat@ as a linear combina-  Health Grant No. (RO1 GM59230-04) and the National Science

tion of the electrostatic components by linearizing the map at Foundation Grant No. (CHE-0132571) is gratefully acknowl-

the average of electrostatic components. The frequency cor-edged. We wish to thank Dr. Mike Frisch and Dr. So Hirata

relation function and the infrared line shape are well reproduced for most useful discussions regarding the modification of the

by that coordinate alone. By decomposing this collective Gaussian 03 code, and Prof. Andrei Tokmakoff for providing
coordinate into a two Markovian collective coordinates the linear his experimental data.

absorption was computed using the SLE. Since the collective

coordinate has a Gaussian distribution and the quadratic

contributionk is small, the SLE is similar to the cumulant. Using Appendix A: Potential Energy Gradient Calculation in

that coordinate, the frequency shift and frequency fluctuation the Presence of a Nonuniform Electric Field

were decomposed into the contribution of each electrostatic

component for four force fields. The electric field parallel to ~ The potential energy gradient (force) calculation is imple-
the molecular dipole momeni{) and the electric field gradient ~ mented in the current version (B.04, B.05, and C.01) of the
parallel to the vector connecting hydrogen and deuterigg) ( Gaussian 03 program only with a uniform electric field. We

contribute most to the frequency shift @61 and 71+89%). implemented the potential energy gradient (force) calculation
The diagonal gradient of the out-of-plane electric fi€lg is in the presence of up to fourth derivatives of the electrostatic
also significant (1726%). dw?0is attributed mostly to the  potential for the future purpose. The electrostatic potential
cross- and autocorrelation &, E,y, andEy. The contribution induced by the solvent is expanded around the center of charge

of [EiDis relatively small (3-7%), This is connected to the to quartic order:
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whereXgy, Xg, Xy, X represent Cartesian componexity, or z,
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The electrostatic solvent solute potential is
Nnuclei Nelectrons
(A3)

es™ aZ‘ UedRa) — Z eUe{T)

wheree is the electron charge arfj is the nuclear charg®,
is the nuclear coordinates andare the electronic coordinates.
Combining ags Al and A3, we get

Hes= Hnuc+ Hel (A4)
where
Nnuclei 3
=- ZZa(ZE R, + ; EsRuaRos +
By RaaRagRey + Z Eepy0RacRegRey Ras) (AS)
a,p,y=1 a,By,0=1
Neleclrons 3 3

Z (ZEa i T ; Euglialig T
1= o= ao,p=1
3
; Eupyliaigliy T Z Eosyolialiphiylis) (AB)
ohy=1 o,fB,y,0=1

The nuclear pattn,cis a polynomial in the nuclear coordinates
and its derivatives with respect to the nuclear position is given

by
aH

nuc

T S €3 TR

wheredpg,, is a kroneckep function. The expectation value of
the electron parHg is obtained by

(A7)

He = [W[Hglp D (A8)
where is the many-electron wave function. Combining eqs
A6 and A8 and using single-electron atomic orbitals, the electron
part becomes:

4 3
ey 5 -
¢ n= alz:l

wheregy, and¢g, arevth andv'th one-electron Gaussian atomic
orbitals on nucleb andc. Py, ¢ is the single electron density
matrix. The derivative of the electron part with respect to the

3
z E“l

Qn

z va cv' @bv| |_|| 1r |¢c1/
(A9)
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coordinate of nucleua,Rss (8 = X, y, or 2) is
oH,O o, oH OoPy, .,
= + (A10)
aRaﬁ aRaﬁ Ppy, ¢y =CONSt. b,C,V,V’anVVC‘V' 8Raﬁ

Here the second term is already implemented in the Gaussian
03 program using the energy-weighted density mafx.06
The first term becomes

8Raj%,w—const A=
e B B

izlroni
Using a following identical equation:

I_l inzlroLi = |_| inzl(r

zEal o, z ’Pbrv,cv' X

o b,Cv,v
8¢cv’ @
T~ |Yca
Res

n
izlra‘ )

(A11)

~Ru) + Rbaﬂji.(r Rec)

(A12)

and considering the invariance with respect to the simultaneous
translation of bothpy, and ¢,

el e hfelo o
we get,
Dby "
E7 |1a¢ch: @)“_llla D+
.Z% (ol [ ]i=(re, = Roa)I6c/ 0 (A14)

Combining egs Al11 and A14, the final expression for the partial
derivative of the electron part with the nuclear coordirnaie
becomes:

4
aRaﬂ Py, oy =c0nst n=

(— @m‘nf_lr

XL

9y

nbz ’vacv X

,.Cv,V

n
+ Z%v’,iaﬁaléba +

@ ‘H| 1 Q Qca (A15)
whereS,,; is an overlap integral defined as
va’,i = mbbvnjzi(raj - Rbaj)|¢cv’D (Al6)

Only the uniform electric field partn(= 1) in eqs A7 and A15

are implemented in the original Gaussian 03 program, and we
implemented the summation over= 2—4 in these equations.
The bra orbital in eq A18pp, I1j-i(re; — Roy)| is also a Gaussian
orbital with a higher angular momentum and the ovei$ap
therefore calculated using a Gaussian routine with the recurrence
formulas!®7.198 The ket derivative of the multipole integral
[Pow|Y oy ** ] (3per/OReg) for s, p, d, andf type atomic orbitals

is also obtained by subroutines in the Gaussian 03 progftat?
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The calculated analytic forces in the presence of several nonuniform electric fields were compared with the numerical forces, and
the analytic and numerical forces agree very well.

Appendix B: Numerical Derivative Calculation of the Potential Energy Gradients

The potential energy gradients with respect to the normal coordif@ates(Qi1, Q., Qs) at distorted geometriep + 6Qp)
around the optimized structur®§) are expressed:

6 3 3
f(Qy +0Q,) = fP(Qy) + ; I;---|;ff31...ln I,0Q, (B1)

wherel; is the index for the three normal coordinath(é).(Qo + 0Qy) is calculated from the analytical energy gradients with respect
to the Cartesian coordinate of nuclear positions which is obtained with the ab initio calculation using our modified Gaussian 03
program. Combining with the potential energy gradient®at- 0Q,, we get:

3 3 3
gy = ; ZZ f . TI0Qy, (B2)
n=2,4,8,=1l,=1lg=

3 3
hi) = f(Qp) + Zazm fi.. TIL,0Q, (B3)
where
g = (F(Qo + 0Qy) — FI(Q, — 6Qy)/2 (B4)
hSY = (F(Qo + 0Qy) + FAQ, — 0Q,)/2 (B5)

The expansion coefficienf{‘,),,In are calculated by solving a linear equation (eqs B2 and B$§I‘,bfn with known parametergélli),

hélli), andoQy, for different geometrie§o + 0Qy, ..., Qo + éan. A total of 57 different geometries are used to calculate anharmonic
force constants up to sixth order.

Appendix C: Coordinate Transformation of the Electrostatic Components

We define a new coordinate system which has the origin located aty(Q\2) and is rotated witl9 in the y—z plane from the
original coordinate system (see Figure 1c). The electrostatic components in the nevCfranegpressed as a linear transformation
of the components in the original fran@

C' =R, (C1)
whereRcisa9x 9 IinTar transformation matrix defined as:
10 0 00 0 Ay Az 0
0 co® —sind 0 Ayco®) —Azsing 0 0 —Aysin6 + Azcos6f
0 sinP cosf 0 Aysing Azcod 0 0 Ay cos6 + Azsin6g
00 0 10 0 0 0 0
Re = 00 0 0 cof 6 sirf 0 0 0 —2 sing cosb (C2)
00 0 0 sirf 6 cof 0 0 0 2 sinf cos6
00 0 00 0 co8 —sind 0
00 0 00 0 si co¥) O
00 0 0 co¥sind —cosOsind 0 0 cog 6 — sinf 6

With the transformation, eq 12 becomes:

=0+ QW + %C’TQ’(Z)C’ (C3)
where
Q®=QMR.™ (C4)

Q@ =R.QOR. (C5)



Solvent Coordinates for IR Spectrum of HOD

To choose some arbitrary componeis..,i of C' and neglect
the contribution of other components, the projection magrix
is defined as

0305, + ot 0y) (C6)
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